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Abstract. The multitude of curricula and competency models poses
great challenges for primary and secondary teachers due to the wealth
of descriptions. Defining optimal (or personalized) learning paths is thus
impeded. This paper now takes a closer look at 7 curricula from 6 differ-
ent countries and presents an approach for the identification of learning
outcomes and dependencies (requires and expands) between them in or-
der to support the identification of learning paths. The approach includes
different strategies from natural language processing, but it also makes
use of a refined and simplified version of Bloom’s Taxonomy to iden-
tify dependencies between the learning outcomes. It is shown that the
identification of similar learning outcomes works very well compared to
expert opinions. The identification of dependencies, however, only works
well for detecting learning outcomes that refine other learning outcomes
(expands dependency). The detection of learning outcomes which build
on each other (requires dependency) is, on the other hand, still heav-
ily dependent on the definition of dictionaries and a computing science
topics ontology.
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1 Introduction

Every year the field of Computer Science becomes a bigger part of everyday life
not only of scientists but also of all the people. Schools pay more attention to
teaching the basics of Computer Science starting already from primary school.
However, teachers often face the problem of choosing the optimal learning path,
which will be the most suitable for every exact group of students. There are lots
of curricula, which describe different standards, and different options of achieving
a certain learning goal. In some aspects they differ, but also similarities can be



found. Using the collected knowledge from some of them can help to improve
the level of Computer Science education in general and be more flexible to the
current needs of students as well as to new improvements in the field. Merging of
Computer Science curricula rises the question: ”How to represent the collected
knowledge from several curricula?”.

Pasterk and Bollin present a graph-based approach for analysis of Computer
Science curricula, where they map the Learning Outcomes (LO) to a graph
by connecting them via dependency relations which can be of two types ”EX-
PANDS” and ”REQUIRES” [10]. Relation type ”EXPANDS” shows that 2 LO
share same main topic extending each other, while the relation of the type ”RE-
QUIRES” assume that in the pair of 2 LO (LO1 and LO2), LO1 cannot be
reached without LO2 and at the same time they do not form a pair, with the
relation type ”EXPANDS” [9]. Showing a wide range of new possibilities, this
model requires considerable effort for dependencies identification between LO.

To identify all the dependencies, the experts need to work with curricula,
which are presented in PDF files. Some of them store LO in the form of a table,
however, in most cases, they are presented as lists or plain text. Even looking for
dependencies inside one curriculum, the experts need to keep in mind dozens of
LO. Adding new curricula makes the situation even more complicated. Besides
the identification of dependencies inside one curriculum, the experts need to find
relations between LO from different curricula. Thus the number of LO to work
with rapidly increases to hundreds, which makes the task too complicated for
human experts.

The goal of this paper is to describe a semiautomatic approach for dependen-
cies identification between LO among Computer Science curricula for primary
and secondary education. We also describe a possibility to transfer the available
curricula, which are stored in PDF files, to a directed graph, and also to simplify
the addition of new LO in the future.

To introduce the approach, this paper gives answers to the following ques-
tions:

– To which extent is it possible to identify dependency relations of the type
”EXPANDS” between learning outcomes?

– To which extent is it possible to identify dependency relations of the type
”REQUIRES” between learning outcomes?

– To which extent is it possible to identify directions for dependencies between
learning outcomes?

– How similar is the semiautomatic approach for dependencies identification
to the experts’ opinion?

In order to answer these questions we use seven curricula from six coun-
tries. This way, we have a diverse set of learning outcomes concentrating on the
Primary and Secondary education.

This paper is structured as follows. After a motivation and an overview of
related work in first two sections, two approaches for determination of depen-
dencies of two types, together with the approach for direction determination are
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presented. Section 4 shows first results from the comparison of semi-automatic
determination to the precision of experts. The paper concludes with the section
for discussion and future work.

2 Related Work

With the rise of the research interest for computer science education, the amount
of published literature also increases. More and more papers discuss the analysis
of curricula content in different options (e.g. relevance of the topics [4]). Different
approaches using graph representations of curricula for analysis and comparison
can be found as well (see e.g. [7]). Pasterk and Bollin also propose to present
curricula as graphs [10] which opens new opportunities for further analysis. LO
in such graphs are presented as nodes, and dependencies as edges between these
nodes. Dependent relations can be of two types: ”EXPANDS” and ”REQUIRES”
[9]. Those mentioned approaches are based on expert opinions who add relations
between courses, knowledge areas, or LO.

Sekiya, Matsuda, and Yamaguchi [13] use statistical methods from natu-
ral language processing (NLP) and text analysis to identify relations between
topics and to generate maps of curricula. With the method called latent Dirich-
let allocation (LDA) topics from curricula are extracted and their relations are
calculated. The results from this process using LDA are interpreted as coordi-
nates for the generation of maps of curricula. Similar techniques are used by
Badawy, El-Aziz, and Hefny [2] to analyze textbooks for higher education based
on included LO. They follow their aim to identify important chapters in these
textbooks according to intended LO of a curriculum. The steps they take in
their research are comparable to a standard process in NLP which includes data
preparation, synonym identification, data preprocessing, and the analysis of LO
based on frequency of the occurring words [2].

Pasterk, Kesselbacher, and Bollin present an approach to semi-automatically
categorize LO into computer science or digital literacy which is also based on
NLP [11]. Asking experts to also categorize the LO to produce a validation
corpus, they found out that experts focus on keywords, especially on nouns,
during categorization, and that the experts’ opinions are often diverse. In the
best cases the semi-automated system matched in 70% of the LO categorization
with the data from the experts [11].

Based on the approach of Pasterk and Bollin [10] the present contribution
describes different approaches to semi-automatically determine dependencies of
different types between LO and the directions of the dependencies. These ap-
proaches are based on the textual analysis of the LO and NLP techniques, and
are described in the following section.
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3 Methodology

3.1 Background and Process Description

As already mentioned Pasterk and Bollin define the two types of dependencies
”EXPANDS” and ”REQUIRES” [10]. Each of these types needs its own approach
for relation determination. Relations of the type ”EXPANDS” connect learning
outcomes on the same topic, those which share some similar context. As every
learning outcome is presented by a short sentence, we can use sentence similarity
measures [1].

In this paper we concentrate on Jaccard Similarity Coefficient. In its original
version this measure compares the size of the intersection of the words occurring
in two sentences (A, B) to its union (Equation 1).

J(A,B) =
|A ∩B|
|A ∪B|

(1)

Being rather simple, compared to other Natural Language Processing meth-
ods for similarity determination between sentences, the Jaccard Similarity Co-
efficient includes all the needed features for identifying relations of the type
”EXPANDS”. It is not only easy to implement but can also serve as a good
basis for different modifications. Hamedani and Kim propose a few ways of us-
ing unweighted and weighted options for link-based similarity measure in graphs
[12].

Identification of dependent relations of the type ”REQUIRES” is a more
complicated task. Pairs of learning outcomes, which have a connection of this
type, can belong to different topics. They mostly do not share common lexis,
thus similarity metrics are not suitable for their determination. Nevertheless,
even without common lexis, they do have a connection, which can be found by
human experts based on knowledge of the field.

Such a knowledge base can be created with the help of relation extraction
(RE) technics which give a possibility not only to extract dependent pairs of
keywords, but also some background knowledge [5]. It is obvious that for such
knowledge extraction we need to have data, where dependencies between LO
will be already defined. With such a goal a group of experts was working with 7
curricula from 6 countries to create a validation corpus (VC). As a result of their
work, we got a document, which includes identified dependencies of two types
(”EXPANDS” and ”REQUIRES”) including directions between LO withing one
or several curricula.

Together with identifying pairs of dependent LO and type of relations, we
need also to identify directions. It will be easy if we know the level of each LO
in the pair. It is a well-known approach in the field of education to use Bloom’s
Taxonomy for such goals. A revised version of Bloom’s Taxonomy [8] is popular
nowadays, and for computer science a 2-dimensional version is suggested by
Fuller et al. [3]. Both taxonomies are based on action verbs which are separated
in levels. In the case of revised Bloom’s taxonomy, there are 6 cognitive levels:
remembering, understanding, applying, analyzing, evaluating, creating.
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In the case of two-dimensional Bloom’s Taxonomy, the same categories got
transferred into two dimensions [3]: the ability to understand and interpret the
existing product, and the ability to design and build a new product.

Even though Bloom’s Taxonomy is very popular, Johnson and Fuller showed
that it is not perfect for Computer Science education [6]. In the course of our
study, we noticed that it includes only about 36% of action verbs, which we met
in LO from Computer Science curricula for primary and secondary education.
Nevertheless, Bloom’s Taxonomy served as a ground base for our own approach
for direction determination.

3.2 Preprocessing and Standardization

The task of dependencies identification is complex and requires a few prepro-
cessing steps. Besides manual transferring of the curricula that were stored in
PDF to CSV files, it includes cleaning and standardization. Firstly we remove all
the irrelevant information, such as punctuation, stop words, and also irrelevant
phrases such as text in brackets and the phrase ”The students are able to...” (or
its equivalents). This step finishes with lemmatization, which helps to present
all the words in their base (dictionary) form.

Working with a variety of Curricula we found out that many concepts are
presented by different synonyms and it influences the relation determination.
Thus the Standardization step aims to reduce the number of diverse synonyms
in learning outcomes saving the semantic context. As an example, we met four
synonyms for the term ”algorithm”: ”sequence of events”, ”sequence of in-
structions”, ”sequence of steps”, and ”set of step-by-step instructions”.

Figure 1 shows how a learning outcome changes during the preprocessing
phase.

Fig. 1. Preprocessing of the learning outcome.

3.3 Weighted Jaccard Similarity

For relation identification of the type ”EXPANDS” we use modified Jaccard
Similarity Coefficient. The main difference compared to the original method is
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that words with different parts of speech have different levels of influence on the
result.

If we take a deeper look on the pair of learning outcomes, which are con-
nected, we will see that nouns play the most important role in similarity deter-
mination. They show the object (what exactly the student should learn). The
next level of importance goes to action verbs. They show what exactly the stu-
dent should do with the object. Most learning outcomes include also auxiliary
words (adjectives, adverbs, prepositions), which are not as important as nouns
and verbs, but still have influence on calculations, helping to calculate similarity
more precisely.

Modifying the original Jaccard Similarity Coefficient we add weights to it.
It means that instead of contributing equally, some parts of speech contribute
more than others. The default weight distribution is: nouns - 50%, verbs - 30%,
and auxiliary words - 20%.

However, it can change, depending on the presence of different parts of speech
in LO. Thus, if LO does not contain any adverbs, adjectives or prepositions, the
weight of auxiliary words will be equally distributed between Nouns and Verbs.

3.4 Relation Extraction between keywords

As mentioned earlier, nouns are the most meaningful for relation determination.
Even though nouns in the pairs of learning outcomes connected with the type
”REQUIRES” in most cases belong to different categories, we can still see the
connection between them.

With the validation corpus, it was possible to create a knowledge base, which
shows related pairs of keywords. Based on the expert evaluation, we extracted
pairs of keywords from the pairs of LO with the relation type ”REQUIRES”.
Thus we got pairs of keywords (which include nouns and verbs) in the form
requires(K1, K2), where the term K1 requires K2.

The problem of such an approach was that automatic extraction gave us not
only words which are relevant for Computer Science, thus we needed to edit the
table manually.

Having such knowledge as a basis, we can use it for dependency identification
between LO. If two LO contain an extracted earlier pair of related keywords, we
can preliminary see that such LO might be connected. However, to check it more
precisely, we need to look for the percentage of keywords, which have a pair in
the opposite LO. If the result is more than 37%, it is most likely that LO we are
currently checking are connected, otherwise, they are not.

3.5 Action Verbs Triples

In the field of education, Bloom’s taxonomy is a very popular tool for level
determination of learning outcomes. Knowing the level we can easily determine
the direction of relation for the connected pair of LO. Nevertheless, our try to
apply it on praxis did not show satisfying results. Less than 5% of directions were
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determined. The problem was, that having a variety of action verbs divided in
6 levels (in the revised Bloom’s Taxonomy), it is still missing most action verbs
specific for the field of Computer Science.

Giving better results in those cases, when action verbs were included, the
Revised Bloom’s Taxonomy served as a basis for the next idea: using triples of
Action Verbs, extracted from the Validation Corpus (Figure 2).

The first step in this process is to extract all the action verbs (AV) and to
add them into the middle column of the three-column table. It is known from
VC, that directions between LO go from lower to higher levels. Applying this
knowledge for AV, two other columns can be added. For each AV in the middle
column, we extracted possible AV of lower and higher levels by investigating the
pairs of related LO. For a pair of related LO (LO1, LO2), with LO1 being of a
lower level compared to LO2, the AV of LO1 can be added to the left column of
the respective AV of LO2. On the other hand, the AV of LO2 can be added to
the right column of the respective AV of LO1. To avoid cases when the same AV
appear in one row in the left and right column, we use a count (how many times
the AV was met in this position). If the count of the AV from the left column is
higher, it stays there, otherwise in the right one.

Fig. 2. Automatically extracted triples of Action Verbs.

The table shows action verbs from easier to harder levels (left to right). With
its help we know that for example before being able to ”control” something, the
student should ”understand” it.

With the help of such a table, we cannot identify the exact level of the LO,
however, we can check which of two LO to compare are of the higher level. Thus
if LO1 includes the action verb ”understand” while LO2 includes ”discuss”, we
can see that LO2 is of a higher level than LO1.

Applying it for relation determination, we increase the percentage of deter-
mined directions between pairs of learning outcome to 83%. However there were
still not-determined directions. The problem was that in some pairs both learn-
ing outcomes had the same action verb. An improvement of the identification of
the dependency direction between such LO is difficult using Action Verb Triples,
or Bloom’s Taxonomy. The possible solutions of this problem are to be discussed
in Section 5.

In the following section the results of applying the methodology are presented.
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4 Trial Results

4.1 Relation determination

Each of two types of relations between LO needs its own approach for dependency
identification:

– for the type ”EXPANDS” we use weighted Jaccard Similarity Coefficient,
where weights are distributed depending on part of speech,

– for the type ”REQUIRES” we use extracted pairs of keywords requires(K1,
K2), where the term K2 requires the understanding or knowledge of the term
K1.

As we are using a weighted Jaccard Similarity Coefficient (the metric, which
gives us a probability of how close are two sentences) for relation identification of
the type ”EXPANDS”, the results depend on the probability boundary (Figure
3).

Fig. 3. Automatically determined relations of the type ”EXPANDS”.

The x-axis shows the probability of how close the LO are in the range from
0 to 1. The closer the value is to 1, the more similar are the LO. The y-axis
shows with the green color percentage of determined relations which match VC
comparing to all the determined dependencies (yellow color) of the type ”EX-
PANDS”.

We can see, that the higher the probability is, the higher is the percentage
of identified dependencies that match VC. However, Figure 4 shows us, that the
higher the probability is, the lower is the percentage of identified dependencies
from VC.

Analyzing the results, presented on the Figures 3 and 4, we choose the bound-
ary of 0.4, as it maximally reduces the percentage of noise (which is now 54.02%
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Fig. 4. Automatically determined relations of the type “EXPANDS” which match VC.

compared to the lower probability boundaries) and at the same time helps us to
identify 62.5% of dependencies from VC.

Besides comparing the gained results to VC we asked experts for a new eval-
uation. The goal was to check whether all the pairs of LO which were not met
in VC were really identified wrongly, or if they were simply missed by experts
during the first evaluation. The results of Precision and Recall for dependency
identification of the type ”EXPANDS” showed that the actual level of noise is
much lower (Figure 5). Having identified 41% (recall) of dependencies from VC,
the second evaluation done by experts showed that 96.4% (precision) of automat-
ically determined relations of the type ”EXPANDS” were identified correctly.

Fig. 5. Results of the Precision and Recall for “EXPANDS” relations

As for dependencies identification of the type ”REQUIRES”, the results were
less satisfying. Related pairs of keywords gave us a chance to identify a high
amount of dependencies from VC, but at the same time, the level of noise was
too high even after excluding pairs of keywords that are irrelevant for Computer
Science (Figure 6).

Together with reducing the level of noise (Figure 6), also the percentage of
identified relations from VC was cut in half.
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Fig. 6. Automatically determined relations of the type ”REQUIRES”.

Asking experts for reevaluation, we found out, that our approach helped
to identify dependencies of the type ”REQUIRES” with a precision of 52.7%
(which includes related pairs of LO which were missed by experts during the
first evaluation) and a recall of 10.3% (Figure 7). It shows that, in order to
identify relations missed by experts, our approach needs improvement, as the
level of noise is too high.

Fig. 7. Results of the Precision and Recall for “REQUIRES” relations.

4.2 Direction Determination

Direction determination is needed for the relations of the type ”EXPANDS”.
Jaccard Coefficient shows us that Learning Outcomes are connected, but does
not show the order. That is why we are using Triples of Action Verbs, to iden-
tify the relative level between two LO which have a dependency of the type
”EXPANDS”.

In the case of direction determination, we were able to get satisfying results
using triples of Action Verbs. This approach gave us 88.5% of correctly deter-
mined directions.
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The main problem of such an approach is, that it is impossible to identify
the direction, if both LO from the pair share the same Action Verb. That is why
we still get 11.5% of not identified directions.

5 Discussion of Findings

Dependency identification between LO which are presented as short sentences is
a rather complicated task. While dependency as well as direction identification
of relations of the type ”EXPANDS” works quite well, it is still pretty weak for
relations identification of the type ”REQUIRES”.

It is easier to identify relations of the type ”EXPANDS” as they share similar
topics. Nevertheless, some related LO share terms, which belong to the same
topic, but are not synonyms or that obviously connected.

The approach for dependencies identification of the type ”REQUIRES” still
needs improvement. While a high percentage of dependent LO from VC can be
identified, the level of noise still has to be reduced. Nevertheless, it can serve
as a good basis for example for developing a Computer Science Ontology of key
terms. Such an ontology might be helpful both for the identification of relations
of the type ”EXPANDS” and direction identification.

Triples of action verbs show positive results for direction determination
(88.5%). As Bloom’s Taxonomy served as a basis of our approach, the range of
action verbs can be extended. The problem of defining directions between those
LO which share the same action verb still remains a problem which we also hope
to solve in the future with the help of ontology.

6 Conclusion

In the current paper, we show the approach, which will serve as a helping instru-
ment for experts in dependencies identification between LO from Computer Sci-
ence curricula. It includes relation identification of two types: ”EXPANDS” and
”REQUIRES”. We can identify the relations of the type ”EXPANDS” with the
precision of 96.4%. As the weighted Jaccard Similarity Coefficient, the method
for relation identification of the type ”EXPANDS” gives us results only on the
probability of how close are the two LO, we use also triples of action verbs
for direction identification. Such an approach gives us a possibility to identify
directions with the precision of 88.5%.

The task of dependency identification of the type ”REQUIRES” is more
complicated. It requires a knowledge base, which includes dependencies between
key terms. With such knowledge, we were able to identify relations of this type
with a precision of 52.7%. Our approach gives a high level of noise, which we plan
to decrease by developing and using an ontology of Computer Science terms.

Approaches for dependency identification of both types still can be improved,
however already on this point they showed, that human experts miss the radical
amount of relations. For example, only half of the relations of the type ”EX-
PANDS” was identified by experts during primary evaluation.

11



The presented approach, for now, cannot serve as an independent tool for
dependency identification, nevertheless, it is a helping hand for experts. It makes
a process of relation identification faster and easier, showing related pairs of LO,
it gives an opportunity for experts to work with a bigger amount of computer
science curricula, and simplify the task of adding new ones.
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