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Abstract—In industry, the benefit of maturity models is uncontested, and models like CMMI are normally taught in at least advanced Software Engineering courses. However, when not being part of real-world projects, the added values are difficult to be experienced on first hand by our students. In this paper we report on a study and teaching approach where, in three successive semesters and at two different institutions, we started rating the process-maturity of students solving tasks in our software engineering courses and transparently related the maturity levels to the task performances. It turned out that there is a non-negligible correlation between the individual process maturity and performances. Considering this finding, the approach might yield to students’ process-improvement steps during our courses, help in fostering the understanding of the term process maturity, and finally, also might help in improving the overall students’ performances.

I. INTRODUCTION

In a special issue of IEEE’s the institute on the state of engineering worldwide, Kathy Pretz, editor in chief, starts with a quite emotional foreword. She also states that “today’s high-tech companies can’t find enough skilled engineering grads and workers, while universities and employers are struggling to keep up with the advances in technology” [1]. While graduates and workers are constantly confronted with acquiring new knowledge, keeping up the quality of courses (and the course content) seems to be one of the challenges for educators.

There are a lot of factors contributing to high quality lectures. One starting point could be the OECD-IMHE project and the report on the quality of teaching in higher education [2]. Another strategy could be to improve the learning outcome by dealing with group formation problems [3] or by flipping the classroom [4] (just to mention two of the many), but one key issue is that teaching can also be seen as a process (or even better: as a set of related processes) involving the educators, the environment and the learner [5]. However, the notion of a process is not always seen by educators (even so by the learners) and key ideas stemming from the field of maturity models (e.g. measurement steps, quality improvement, or generic/specific practices to be followed) are quite often underestimated or neglected. In order to come up with a maturity model for teaching that is finally accepted by all stakeholders, relevant practices and goals have to be identified ... and validated, which is now done in Klagenfurt step by step for several practices and goals [6]. This contribution can be seen as part of a larger effort in identifying (and measuring the impact of) practices and in the presented study we are looking at task solving best practices in our software engineering laboratory classes.

The objectives of this paper are twofold. At first, we want to show up ways in improving the outcomes of (software engineering) lectures. To begin with, we do this by borrowing practices from CMMI, and by looking at those factors that contribute to the students’ performances during our classes. Secondly, we want to foster the idea of treating teaching as a process that can be positively influenced by educators and learners. We do this by demonstrating how easy it is to measure at least sub-processes and by showing the significance of process maturity on the final outcome or grades during a course. For this, in 2016, we defined a maturity framework and started a small experiment with 32 students that was then repeated with 140 students in Košice, and lately with 22 students again from Klagenfurt.

The paper is structured as follows. Section II summarizes related work in the field of maturity models and education. Section III presents the structure, details and results of the study. Then, section IV reflects on the findings but also threats to validity, and section V concludes the paper with a summary of the findings and future work.

II. RELATED WORK

In the year 1993, members from industry, government and the Software Engineering Institute (SEI) worked together and created an institutionalized and stable model named CMM (Capability Maturity Model) [7]. The model served as a basis for improving the quality of software processes. Later, SEI presented the integrated version called CMMI (Capability Maturity Model Integration), addressing the quality of a software process in terms of Capability and Maturity levels.
The CMMI model has already served as a framework for creating Capability Maturity models in the educational field. Chen et al. [5] present a capability maturity model which focuses on improving the teaching process for teachers in higher education. Their model is called Teaching Capability Maturity Model (T-CMM) and it is still under development. In Klagenfurt, we are working on a similar model (borrowing from CMMI-Services), called TeaM-Model [6], but we are also including primary and secondary school teachers. The model is also work in progress and currently we are identifying and evaluating first specific and generic practices.

Higher education organizations adapt the CMMI model based on their needs for the improvement of the organization or the syllabus [8],[9],[10], too. However, those models all address the maturity of the organization or the syllabus in higher education. Many other examples address the course design in higher education either in a classroom environment [11] or in online courses design (that would be CMMI in e-learning) [12], [13], [14].

There are also some CMMI-like implementation models for primary and secondary education. Nevertheless, they focus either on the organizational level or on the syllabus, but they do not consider the teachers and their teaching process issue [15], [16], [17].

To summarize, apart from the T-CMM and TeaM models, other approaches either address the maturity on the organizational or on the curricular level. But, to the best of our knowledge, none of them takes a closer look at the different effects of the necessary practices (that are part of teaching processes for teachers and learners).

### III. THE STUDY

In order to find out more about the influence of different teaching practices in software engineering, we decided to make use of lecture units that are part of standard software engineering courses at both institutions, the Technical University Košice and the Alpen-Adria-Universität Klagenfurt. The units are using the AMEISE framework [18] to address topics like process models, software quality and project management. As the AMEISE-related part of the lecture (the lab part) is in use since 2003 without major changes, there is the advantage of a rich set of data (baseline) concerning the performance and outcome of the learners, and the teaching skills of the educators. It also has the advantage that the design of this lecture-part is comparable to other practical classes (or labs) at our universities, and we assume that the five factors (see below) that we started to observe in this study are important for the other lectures, too.

### A. The TeaM Model Context

Even though the TeaM Model is not in the focus of this work, we are nevertheless looking at some of its practices. It also is related to some of our recommendations at the end of this work, so that it makes sense to take a closer look at the model first.

The TeaM model is built up from the necessity of some standards to address the quality of teaching. The particularity of the model is to addressing quality by considering the teaching process as a whole with regard to teachers at university, primary and secondary schools. Making use of the model then either helps the educational institution in evaluating and improving its quality of teaching (by, when required, producing a ranking), or it helps teachers to evaluate and improve their teaching process by their own. Within the TeaM model, the teaching process is composed by four phases (see Figure 1): Initialization – where administrative issues are managed and defined; Preparation – where teachers plan and prepare for the course; Enactment – there the implementation of the teaching units takes place (and which is also in the focus of our efforts); Quality and Incident Control – here, possible incidents and the teaching process itself are observed, analyzed and refined (again, this drives partially our research efforts).

For each of these phases, factors related to the quality of teaching are determined, and in the TeaM terminology they are called Process Areas (PAs). In total, 12 PAs are already established as well as the associated goals and activities (practices) for each of the PAs. The TeaM model observes the implementation of these practices and goals by two forms of representations: continues representation (Capability Level), where only one PA is assessed and managed for improvement, and stage representation (Maturity Level), where a set of PAs are assessed and managed for improvement. In such away, a Maturity Level is achieved when all the PAs assigned to that level reach the maximum Capability Level.
A detail description of the TeaM model can be found at the website of the TeaM project. However, for the scope of this work it is just important to know that, firstly, we are conducting this study to learn more about the effects of practices as defined in phases 3 and 4, and secondly, we are collecting experience when applying the model to our own lectures.

B. Simplified Task-solving Maturity Model

Together with an internationally experienced CMMI expert (one of the co-authors), we developed a simple model for estimating the maturity of a task-solving process (in order to add further evidence to the TeaM model described above). The selection of the different observation factors was driven by a book from Tom DeMarco et al. about patterns of project behavior [19]. And, it was based on some assumptions that we wanted to validate for an educational setting. To be more precise here, our industrial software development project experiences show that the environmental setting and team factors have high influence on the results of the achieved project metrics. Also, planning discipline and especially the updates of the planning are important. The right speed is also seen as an important factor, as this implies that the team takes enough time for facts based discussion but does not spend time in "endless" discussions. So, to begin with, our model consists of the following five dimensions (being mapped to the educational context):

- Environmental Setup. Here, we assess how well the students are customizing their environment (and how well they adjust to the environment). We look at the seating arrangement, the use of technical equipment, the use of planning boards, and whether they are largely working in teams or more as individuals.
- Planning. Here, we assess how well the students are prepared for the task. We look at their plans (if any and their granularity), if they make notes (how) and whether they keep their plans up to date or not.
- Speed. From a baseline of more than thousand task solution strategies (within the context of our lectures) we extracted the average time that former (successful) teams spent on the (same) tasks. This dimension assesses, for two measure points during the task, if the working speed seems to be reasonable, meaning comparable to other successful groups, or not.
- Discussion. Here, we assess how intense the students are discussing their actions. We look for leaders, analysis discussions, and on which basis decisions are taken (chaotic, fast, fact-based).
- Mood. This dimension looks at the attitude and sentiment of the students. Are they humorous, do they laugh, are they engages and active, or are they bored or anxious.

These dimension are assessed separately by making use of a standardized observation sheet (a small example including a translation to English can be seen in Figure 2) and on the form the observations are mapped to a scale between 1 and 10 points (where 10 points means the fulfilment of all positive characteristics). Finally, the points are summed up, leading to maturity points between 5 and 50. It would have been possible to weight the dimensions, but for reasons of simplicity we decided to treat every dimension the same.

In this section we now present the setting of the study. The generated statistics are also included, however, for reasons of space we have to refer to the TeaM project page (see above) for downloading the raw data used for calculating the statistics and scatter-plots.

C. Research Objectives

Having the above described maturity model in mind, we decided to conduct a study in order to answer the question, if a maturity model can also be applied to our software engineering courses. For this, the following two questions needed to be answered:

- Is there a correlation between the maturity points and the overall performance in the course?
- How strong is the influence of the selected five different dimensions on each other and on the overall lab-course performance?

As a side-effect we also hoped that the findings help in convincing our students that maturity models are useful. Thus, a follow-up question was

- Is the model perceived useful and did the students make use of the findings in their project work?

The simple model introduced above comes with two assumptions. Firstly, we assume that the overall performance in
the lab-course is mainly driven by the fulfilment of the tasks during the lab-course, and the final examination and/or grading is related to the tasks. Secondly, we are aware of the fact that there are many more factors and dimensions that, when considered, lead to good course results and, additionally, lead to good grades at the end of a course. However, we assume that the above mentioned dimensions (borrowed from the field of CMMI-DEV, Product Development) are, among those that are easy to observe and to rate by an educator, the most important ones. Dimensions might be added (or removed) later on.

As mentioned above, we tried to improve the learning outcome of our lectures. In fact, in all of our lectures, the learning goals focus on software engineering and software project management skills. This includes understanding and working with process and maturity models, using quality assurance activities during a software project, planning (developers, schedule, costs, quality) and managing software projects (including tool support). The advantage of the AMEISE framework [18] is that it covers nearly all the topics (except the use of planning tools) for the simulated software project, and that it returns an assessment report containing percentage values for the achievement of the different project goals. At the end of the lecture we combine these results with an assessment of documents (project plans) handed in by the students during the course.

**D. Setting**

In order to find out whether our model works or not, we decided to start a small pre-study involving 36 students (12 teams) and one assessor in Klagenfurt in the summer term 2016. Then, to avoid a Klagenfurt bias, we repeated the study in Košice with 140 students (66 teams) and a different assessor during the winter term 2016/17. Finally, we looked again at a lecture in Klagenfurt with 20 students (8 teams) and ratings from both assessors during the summer term 2017.

We have been choosing lectures making use of the AMEISE environment as AMEISE provides the students with results of their actions as project manager in form of metrics - especially quality related metrics of their simulated software development. This can be seen as a kind of "white box analysis".

For the pre-study in Klagenfurt we used two courses that take place at the beginning and the end of our Masters program in Applied Informatics. In total, 36 students were split (randomly) into 12 teams and informed that they are taking part in a study (without knowing the background). They were also asked for permission for being pictured. After some introduction units, the task of the teams was to plan and prepare for a small-sized (10,000 lines of code) software development project with focus on quality assurance as a homework. After one week of planning (and handing in a mandatory project plan), they had to take over the role of a project manager and had to conduct the project within the AMEISE simulation environment in our laboratories. During the simulation runs they were observed and assessed according to a standard form prepared by our CMMI-expert. After the simulation runs, the students’ performances were graded according to a fine-granular grading scheme (that is in use now in Klagenfurt since 2003) yielding points and grades. In a follow-up lecture, the performances of the teams were thoroughly reflected on, and also the background and results from the study were explained. After that, the teams were instructed to repeat the task (planning for a project, conducting a project) and again, at the end, their performances were assessed and reflected on.

The study in Košice followed the same course layout, and the student teams had to fulfill the same tasks as in Klagenfurt. They were also informed about being part of a study and asked for their permission of being pictured. However, due to the large number of teams (and the availability of the lab rooms), the simulation runs took place in Košice on three successive days, and in most cases the students worked together in teams of two. Again, during the lab classes, the teams were observed, assessed according to our standard form, and afterwards their performance was evaluated based on the Klagenfurt’s grading scheme.

The last part of our study took again place in Klagenfurt and followed the same pattern. The same tasks had to be fulfilled by the students (randomly assigned to teams of 2 to 3 students), but this time two assessor observed the teams during their work independently. This was done to find out whether the assessment form that we were using helps in avoiding an assessor’s bias in the rating.

After that, all the data (group assignments, assessment data, performance data) was collected using Microsoft Excel, and statistical tests were used to identify potential correlations. The following section briefly summarizes the tools that we used.

**E. Statistics**

Within the scope of this contribution four different statistical tests were used to assess the data: the Shapiro-Wilk parametric hypothesis test, the Pearson’s Correlation Coefficient, the Spearman’s Rank Correlation Coefficient, and Kendall’s Tau Correlation Coefficient.

Assessing the assumption of normality is required by most statistical procedures, e.g. the linear regression analysis that we are using. When the normality assumption is violated, interpretation and inferences may not be reliable or valid. According to Razali and Wah [20], the Shapiro-Wilk test ($SW$) belongs to the most powerful normality tests available.

The Pearson’s correlation coefficient Rho ($R_P$) measures the degree of association between the variables, assuming normal distribution of the values [21, p. 212]. Though this test might not necessarily fail when the data is not normally distributed, the Pearson’s test only looks for a linear correlation. It might indicate no correlation even if the data is correlated in a non-linear manner.

As we will see in the remaining section, not all data is normally distributed. To handle this case the Spearman’s rank correlation coefficient Rho ($R_S$) has been chosen [21, p. 219]. It is a non-parametric test of correlation and assesses how well
a monotonic function describes the association between the variables. This is done by ranking the sample data separately for each variable.

Finally, Kendall’s robust correlation coefficient Rho ($R_K$) can be used as an alternative to the Spearman’s test [22, p. 200]. It is also non-parametric and investigates the relationship among pairs of data. However, it ranks the data relatively and is able to identify partial correlations.

When there is no likelihood of confusion, then $R$ will be used to refer to either $R_P$, $R_S$ or $R_K$.

In the remainder of this work the correlation $R$ is interpreted as follows:

- When $|R| \in [0.7, 1.0]$ it is interpreted to indicate a strong association.
- When $|R| \in [0.4, 0.7)$ it is interpreted to indicate a medium association.
- When $|R| \in [0.0, 0.4)$ it is interpreted to indicate a weak association.

In addition to the values of the correlation $R$, also the significance level ($p$) of the value is provided (checking, within the scope of the null hypothesis, that the probability of the value of $R$ is bigger or equal to the observed value of $R$). The values in the following tables are rounded to the third decimal place (which means that a value of $p = 0.0005$ would become $p = 0.001$).

**F. Results**

After the course, the assessment reports of the two assessors were collected and the ratings were checked and verified against the pictures that were taken during the courses. Finally, the ratings and the performance points/grades were recorded electronically. Matlab R2007b was used for testing for normality and the correlations.

Looking at the five different dimensions, the normality tests do not indicate normal distribution. Looking at the maturity points, the test indicates that the sample has been drawn from a normal distribution with a mean of 37.702 and a variance of 14.573. This confirms that the selection of different correlation tests makes sense. We are looking for linear, non-linear and even partial correlation in the data.

In a first step, scatter plots were produced to visualize possible relations between the different dimensions and to get a feeling about how well the resulting dimensions are associated to each other. One of our assumptions (and also assumptions in other maturity models) was that the environmental setup has a major impact on the overall performance. Figure 3 shows a scatter plot where, on the x-axis, we assigned the points (from 1 to 10) for the environmental setup and on the y axis we assigned the points (on a scale between 0 and 200) for the students’ overall performances. The plot indicates some positive relation. When looking at the planning dimension we get a quite similar plot (see Figure 4).

Another assumption was that the working speed (also indicating how well students are prepared for a task) has a major impact on the overall performance. However, when looking at Figure 5, a linear trend-line indicates a slightly negative effect of speed on the result, but one might have difficulties in detecting any positive or negative correlation.

Figure 6 depicts the relation between the atmosphere in the team when working on the tasks and the overall performance. As one can see, there is some relation, not necessarily strong, but also a linear trend-line indicates some increase in performance when the atmosphere is at a higher level. The scatter-plot for the relation between the discussion dimension is quite similar (see Figure 7).

Finally, we looked at the relation between the maturity points (which are linear aggregations of the points for the separate dimensions) and the overall performance. Figure 8 shows that there again seems to be a correlation between these two dimensions, and also the linear trend-line shows that with higher maturity one is very likely to achieve higher points during the lecture.

The scatter plots were very useful for us to get a first feeling for the importance of the different dimensions. However, the data points are still quite close to each other and looking at the results of the statistical tests is necessary. The tables in Figures 9, 10 and 11 summarize the results for the Pearson, Spearman- and Kendall tests. Before going into details (in Section IV) we
can state that the statistical tests more or less confirmed the observations of the scatter plots. But they also indicate that some of the findings might not be statistically relevant.

The tables also include the results of the tests of the null hypotheses (p-values), and values where the p-val is not within the 5 percentage level are colored red. This indicates that the Rho-values have to be interpreted with care. For all three correlation tests, the speed dimension has the highest chance that the null-hypothesis is confirmed and that the result (that speed has some minor negative influence on the performance) is not relevant. And, for two tests (the Spearman and the Kendall test) the same uncertainty holds for the discussion dimension.

The highest correlation values of $R$ are, for all three tests, to be found between the maturity points and the performance points. They are between 0.524 and 0.549 for the Pearson and Spearman tests, indicating a positive medium linear relation, and 0.394 for the Kendall test, indicating a positive weak partial relation. The next strongest dimensions are the planning and setup dimension, and all three null-hypothesis tests indicate that the results are statistically significant. Their values are within the range of 0.305 and 0.499, indicating again weak to medium (linear) relations.

<table>
<thead>
<tr>
<th><strong>IV. Reflection</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>The previous section already gave a first insight into the data set. In this section, we discuss the findings and put them also into the context of our lectures. As mentioned in the introduction, there are many more aspects contributing to course performances, so we also mention those aspects that we took and that we did not yet take into considerations.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>A. Discussion</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>The first sub-question that we tried to answer was if there is any correlation between the maturity points that we observed and the performance in the courses. We were using three different tests for correlation as only the maturity points are normally distributed(^2). In our case, the Pearson test indicates that there might be a medium-size (linear) correlation between the maturity points and the course points ($R_P = 0.524$, $p = 0.000$), and the Spearman test confirms this observation, even with some slightly higher correlation value ($R_S = 0.549$, $p = 0.000$). The Kendall test, looking for at least partial correlations, however, only indicates some weak partial correlation.</td>
</tr>
</tbody>
</table>

\(^2\)At the end of the lecture our students, of course, do get grades, mainly based on the performance points. The Shapiro-Wilk test then indicates that the grades are normally distributed.
Fig. 9. Pearson Rho and p values for the five different dimensions, the maturity level, and the performance/grading for the tasks. The colored results have to be taken with care as the null-hypothesis test shows no significance within the 0.05 level. (n = 84)

<table>
<thead>
<tr>
<th>Pearson Rho</th>
<th>Planning</th>
<th>Setup</th>
<th>Speed</th>
<th>Disc.</th>
<th>Mood</th>
<th>Maturity</th>
<th>Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>1.000</td>
<td>-0.281</td>
<td>-0.038</td>
<td>0.153</td>
<td>-0.129</td>
<td>0.514</td>
<td>0.448</td>
</tr>
<tr>
<td>Setup</td>
<td>1.000</td>
<td>0.170</td>
<td>0.184</td>
<td>0.281</td>
<td>0.679</td>
<td>0.473</td>
<td></td>
</tr>
<tr>
<td>Speed</td>
<td>1.000</td>
<td>0.210</td>
<td>0.133</td>
<td>0.488</td>
<td>-0.027</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussion</td>
<td>1.000</td>
<td>0.221</td>
<td>0.627</td>
<td>0.250</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mood</td>
<td>1.000</td>
<td>0.508</td>
<td>0.277</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maturity</td>
<td>1.000</td>
<td>0.524</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Points</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 10. Spearman Rho and p values for the five different dimensions, the maturity level, and the performance/grading for the tasks. The colored results have to be taken with care as the null-hypothesis test shows no significance within the 0.05 level. (n = 84)

<table>
<thead>
<tr>
<th>Spearman Rho</th>
<th>Planning</th>
<th>Setup</th>
<th>Speed</th>
<th>Disc.</th>
<th>Mood</th>
<th>Maturity</th>
<th>Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>1.000</td>
<td>0.252</td>
<td>-0.049</td>
<td>0.179</td>
<td>-0.120</td>
<td>0.496</td>
<td>0.499</td>
</tr>
<tr>
<td>Setup</td>
<td>1.000</td>
<td>0.151</td>
<td>0.186</td>
<td>0.309</td>
<td>0.692</td>
<td>0.408</td>
<td></td>
</tr>
<tr>
<td>Speed</td>
<td>1.000</td>
<td>0.124</td>
<td>0.038</td>
<td>0.379</td>
<td>-0.019</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussion</td>
<td>1.000</td>
<td>0.211</td>
<td>0.599</td>
<td>0.202</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mood</td>
<td>1.000</td>
<td>0.534</td>
<td>0.248</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maturity</td>
<td>1.000</td>
<td>0.549</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Points</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 11. Kendall Rho and p values for the five different dimensions, the maturity level, and the performance/grading for the tasks. The colored results have to be taken with care as the null-hypothesis test shows no significance within the 0.05 level. (n = 84)

<table>
<thead>
<tr>
<th>Kendall Rho</th>
<th>Planning</th>
<th>Setup</th>
<th>Speed</th>
<th>Disc.</th>
<th>Mood</th>
<th>Maturity</th>
<th>Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>1.000</td>
<td>0.200</td>
<td>-0.040</td>
<td>0.145</td>
<td>-0.097</td>
<td>0.397</td>
<td>0.380</td>
</tr>
<tr>
<td>Setup</td>
<td>1.000</td>
<td>0.125</td>
<td>0.148</td>
<td>0.254</td>
<td>0.562</td>
<td>0.305</td>
<td></td>
</tr>
<tr>
<td>Speed</td>
<td>1.000</td>
<td>0.097</td>
<td>0.095</td>
<td>0.308</td>
<td>-0.018</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussion</td>
<td>1.000</td>
<td>0.180</td>
<td>0.483</td>
<td>0.157</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mood</td>
<td>1.000</td>
<td>0.431</td>
<td>0.199</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maturity</td>
<td>1.000</td>
<td>0.394</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Points</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 12. Example of a team that modified their working environment so that it matches the team’s needs. The team moved tables and chairs, made use of the wall and worked closely together.

\( R_K = 0.394, p = 0.000 \). In all, one could say that in our lectures it payed off to reach higher maturity points as the likelihood of earning more performance points (and later on a better grade) for the tasks is higher.

The second sub-question is more difficult to answer as in several cases the correlation tests might not be significant within the 5 percentage level of the null-hypothesis. However, all three tests show that the two dimensions, Preparation/Planning and Environmental Setup have the strongest influence onto the task performances.

- Environmental Setup. In our courses and for the first (simulated) software development projects, we leave it up to the students how well they are prepared (they have to hand-in a project plan, but the plans vary in details) and how they change and use their working environment. One might argue that there might not much to be done at University’s lab rooms, but Figures 12 and 13 show two examples of how the environment might change – or not. The first group in Figure 12 moved their tables to a wall, made use of the white-board and fixed their project plans and important documents onto it. The second group in Figure 13 just sat down to one of the tables, used their laptops, but did not make their environment more suitable to solving a complex task (lasting at least 4 hours). Taking a closer look at the environmental setup, one can see that it also seems to weakly relate (\( R \) between 0.390 and 0.254, on a 1 percent level) to the mood and attitude to the task. From what we knew from industrial experience (and the relation between the working climate and environment), we expected an even higher correlation which we did not find in our courses. However, there at least is a weak (positive) correlation with high significance confirming the general guidelines one finds in common project management and software engineering textbooks.
Fig. 13. Example of a team that did not change the lab’s setting. They used their laptops, but no additional aids. The team did not really work closely together.

- Planning/Preparation. As mentioned above, another medium-size and positive correlation can be found between the planning dimension and the performance points. The Pearson test indicates that there might be a medium-size (linear) correlation between the planning points and the course points ($R_P = 0.448, p = 0.000$), and the Spearman test confirms this observation, even with some slightly higher correlation value ($R_S = 0.499, p = 0.000$). The Kendall test, looking for partial correlations indicates some weak partial correlation ($R_K = 0.380, p = 0.000$). This strengthens our opinion in choosing the planning quality as being part of our model, and also shows some evidence to our students that investing more effort in preparation really pays off. Looking closer at the planning dimension, one can also observe a weak influence of planning and preparation onto the environmental setup. This is not so astonishing as one might assume that those groups that invested more effort in their plans were also eager to work with their plans. In our case, the data seems to confirm this assumption. Figures 14 and 15 show two examples of how planning and preparation might differ between two groups. Even though the project plans that the groups handed in were comparable (on the level of quality and details), the first team prepared for taking notes, adjusting their plan and re-planning their project, whereas the second group just relayed on their original plan, taking no notes, and not planning for reflections on what they were doing.

- Mood. The next dimension that had some weak (and positive) influence on the team performance was the working climate (mood, attitude) within the team. The Rho values are between 0.277 and 0.199 (on a 1 to 2 percent significance level). Again, here we expected a higher correlation, but in our courses we confirmed at least a weak influence.

Fig. 14. Example of a group that made use of several planning aids and that kept track of their project (progress).

- Discussion. Coming to the discussion dimension, only the Pearson test indicates some weak correlation ($R_P = 0.250, p = 0.022$), the other tests show comparable (weak) relations, but they are not within the 5 percent significance level. The result thus has to be taken with care. We still think that group discussion is worthwhile during task solving, but we think that our measurement procedure lacks. As one assessor is only able to observe the discussions that is going on within a team at specific point of time (and not constantly for all groups for several hours), the assessment of this dimension as such is a snapshot with a high degree of failure.

- Speed. Our assumption was that the working speed also has some effect on the overall quality and results of the task fulfilment. However, all three test indicate no or only a very small, even negative, effect on the task performance, and this at a very low significance level ($p = 0.862$ for the Pearson test). Working speed, as we defined it, seems to be a useless discriminator for estimating the team’s performance. On the other side, we can interpret the result that way: during our courses, the different student groups followed their own optimal time-plan/schedule for fulfilling their tasks, and, if any, being faster than others not necessarily yields better overall performance.

The follow-up question was answered by looking at standardized (quantitative and qualitative) feedback that is collected at the end of all of our lectures. It turned out that the application of the model had a very positive effect on our students. They perceived the lecture units as excellent. However, from an educator’s point of view, what was more important is the fact that they, after the results of the study were presented, in the remainder of the lecture they tried to follow the practices, which in turn also raised their performance level compared to the baseline we collected from the lectures the years before.
To summarize, we can answer sub-question one in such a way that there is some medium size and positive linear correlation between the maturity points in our lectures and the task performance (also measures in points). Sub-question two can be answered as follows: apart from the speed and eventually the discussion dimension, there seems to be a weak correlation between the mood dimension and the task performance, and a medium-size influence of the preparation and setup dimension onto the task performance. And, coming to the final question, the model was perceived of being useful and the students tried to make use of the findings.

B. Recommendations

The identification of relations between the different dimensions onto the task solving performance was a first important step. However, the idea behind this measurement effort was not just about collecting data. It was about improving our software engineering lectures and improving the student’s motivation when talking about maturity models.

Even though our model is a small part taken from a larger set of specific and generic practices of the TeaM Model, it contains enough evidence to change (improve?) our lectures at bit. We recommend the following and see opportunities on several levels:

- Motivation. Teaching and talking about maturity models is a challenge for educators – and students. One problem is that the models are already quite complex, and from a neuro-didactic point of view hands-on experience (e.g. experiencing what it means when getting from CMMI-level 2 to level 3) would be needed, something that is rarely possible in our software engineering courses. A down-scaled model just focusing on a couple of practices (in our case task solving strategies) might be enough to explain how even small steps might improve the outcome. In two of our three courses, we transparently communicated what we had been doing to the students, presenting the model and also reflecting on the outcome. The qualitative feedback that we collected confirms that the students got the point, also applying the suggested practices with more care in the follow-up tasks.

- Increasing performance. Though our results are not generalizable to all other different types of courses, we think that improving the observed dimensions in courses with a similar layout (tasks with team work, planing and preparation phase, quantifiable outcome/deliverables) will lead to a higher performance of the students. Compared to the same courses (before winter term 2016) where we did not consider and communicate the different dimensions, the results of the students were slightly lower (average points of 110.182 with a standard deviation of \( \sigma = 28.193 \) compared to 139.42 points and \( \sigma = 28.707 \).

- Course Quality. The different Teaching Maturity Models all contain some kind of quality control process areas. Quantifying effects of changes are also an important part of our TeaM model. The suggested model could be a starting point for educators to (transparently) evaluate their courses (and recommendations to students) and so to increase the quality of their teaching. In our case, the end-semester evaluations demonstrate that the students are highly satisfied with those parts of the lectures and attest its excellence also again on a quantifiable level.

- Training for the job. Another helpful side-effect of this method to introduce a maturity model (borrowed from CMMI) to the students in combination with our observation and photo documentation was also that one is able to discuss with the students to pay attention (e.g. as a team leader) to the behavior of the team during the development activities. Such soft skills - as a black box view – and being able to analyze the working style of a team by observing the above mentioned dimensions are especially required by a Scrum master in an Agile team.

C. Validity

As mentioned previously, the results of the study have to be taken with some care. There are many more factors contributing to a good lecture and to good course results of our students. Being aware of that, we carefully designed the study in such a way that we at least reduced those factors that we were able to control.

Such factors include naturally the content of the course with all the available materials and tasks. In our case, we made use of a standard lecture that took place in the same manner and basically with the same materials and tasks for several years at both institutions.

The pre-knowledge of the participating students of course varied. From the technical point of view we made sure (based on some questionnaires before the start of the lecture) that the tasks are manageable. However, one notable difference is that the courses in Košice took place in English, and some of the students there had problems with it. In Klagenfurt, we once gave the lecture in English, once in German, without noticing any problems.
One of the most important influence factors is the educator him- or herself. In our case, even though the experiments took place at two different institutions, the educator was the same person. The educator is highly experienced in the topic and knows the background of tasks to be fulfilled during the courses, so that we assume that the lecturer bias can be neglected in our case.

What remains is the fact, that the assessment might lead to different results when done by different assessors. This is a general problem that we also looked at. In our case we had two assessors (one in summer term 2016, another one in winter term 2016) and we checked for the last semester (2017), where both assessors used the evaluation sheet, whether the two – independent – ratings were similar to each other or not. Apart from some exceptional cases where the observation time differed, there were no differences in the rating - demonstrating also the usefulness of the rating sheet.

V. CONCLUSION

This paper reports on a study and teaching approach, where we were applying a (down-scaled) version of a maturity model on the students work in our software engineering laboratory classes. As part of a larger teaching maturity model, we defined five dimensions (planning, setup, speed, discussion, and mood) to be observed, and looked for associations between these dimensions and the overall course performance. It turned out that, apart from speed, medium-sized correlations between most of the measures and the course performance exist.

Moreover, we noticed that the students were surprised to experience the use(-fulness) of a maturity model at first hand (in lectures that are also about quality and maturity models). They were eager to make use of the practices in their own course works, yielding better results at the end. For that reason, even though our own teaching maturity model is at the very beginning, we recommend to transparently introduce an “observation – reflection – improvement” cycle in any lectures and to start measuring the above mentioned factors.

For future work, we are looking closer at other influence factors (e.g. personality factors), and together with teachers we are collecting further specific and generic practices to be followed. As improving the quality of teaching is an ongoing process, any observation and feedback helps us in moving one step forward.
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