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Abstract

Formal specifications are valid sources for comprehension tasks when used during later development phases. However, the linguistic density of specification languages and the size of specifications can still be seen as an obstacle against comprehension activities.

This paper presents an approach for the identification of fragments of Z specifications with a well defined semantic content. These fragments, specification chunks and specification slices, are analyzed in respect to their efficiency when used during typical comprehension tasks.

1. Introduction

Formal methods and the application of formal specification languages play a crucial role in software engineering. During initial phases they are recommended as means to produce high quality software. However, using formal specifications at early steps exclusively is unfavorable in so far, as they can also be used as important drivers for test data generation [1]. When specifications are kept up to date during the various evolutionary steps of system development they can also play a vital role during reverse engineering activities and the identification of concepts [13].

It is not without effort to keep specifications constantly up to date. The effort only pays off when additional benefits can be obtained. Such a benefit can be achieved by speeding up specification comprehension.

It has already been argued in [11] that the density of expressing thoughts is a positive attribute during development (from the perspective of the specification’s writer). But this density becomes detrimental for specification comprehension during later phases. This is even worse when specifications are getting really large and the bulk of information exceeds dozens (if not hundreds) of pages of specification code. It is this observation of compactness that confirms the myth that formal specifications do not scale up.

The inherent density of specification languages cannot be changed. But comprehension problems aggregate when problem-inherent complexity is combined with the complexity of size. The latter can be reduced if a formal mechanism is devised which ensures that the user of a specification is presented only the portion of the specification (in the latter called specification fragment) relevant to the particular problem at hand [2].

In code comprehension, slices [17] and chunks [6] have been proposed as mechanisms for the identification of well defined portions of code. Both approaches guarantee that all that needs to be studied for the problem at hand is presented to the user. The notion of a specification slice has been introduced in [12], however, several types of specification fragments (to which specification slices and chunks are belonging to) are formally defined in [3] for the first time.

It is a legitimate question whether the approach of generating specification fragments can play the same role during reverse engineering steps as slices and chunks do. However, the usefulness depends on the effects (and limits) gained by the approach, and it has to be clear what can be expected when generating specification fragments.

As a first step this work focuses on the complexity of specifications – and with it on the complexity of the underlying comprehension task. The evaluation presented in the second part of this paper demonstrates that, especially with larger specifications, the generation of specifications fragments is very efficient. Complexity and size is reduced in a practicable manner, which is a strong evidence for the usefulness of the approach.

The paper is organized as follows: the subsequent section introduces different types of specification fragments and discusses the detection of dependencies necessary for the generation of slices and chunks. Then the complexity of specifications is discussed and a basis for the calculation of complexity measures is provided. The paper then examines the efficiency of the approach of generating specification fragments, and it closes with a discussion of the results of the experimental studies.
[NAME, DATE]

\[ BB \]
\[ known : \mathbb{P} \text{NAME} \]
\[ birthday : \text{NAME} \rightarrow \text{DATE} \]
\[ known = \text{dom}\{\text{birthday}\} \]

\[ Add \]
\[ \Delta BB \]
\[ name? : \text{NAME} \]
\[ date? : \text{DATE} \]
\[ name? \notin \text{known} \]
\[ \text{birthday}' = \text{birthday} \cup \{\text{name}? \rightarrow \text{date}?\} \]

Figure 1. Fragment of the Z Birthday-Book specification out of [7]. It specifies a system for storing names (NAME) and birthday dates (DATE) in a database called BB. The Add operation schema takes a name and a date as arguments and stores them in the database.

2. Specification Fragments

The proper support of specification comprehension activities implies to provide developers and maintenance personnel with partial specifications that

- are substantially smaller than the full specification,
- contain all relevant parts of interest, and that
- can be automatically derived from the original specification.

The informatics literature is full of concepts of partiality, concepts that aim to provide an interested party just the perspective needed for a particular task. The notions of views [8], slices [16, 17], and chunks [6] come to mind, and it seems obvious to map those concepts to specifications.

Specifications and programs are different and mapping decomposition concepts from programming languages to declarative languages is a challenging part. There is an explicit flow of control with imperative programs. Line-numbers represent an explicit order among statements or other constructs and it is state of the practice to apply techniques like constructing a PDG for further dependency analysis.

On the other hand, when looking at declarative specification languages like VDM [9] or Z [14], there is no explicit flow of control. The notion of control dependency has to be re-interpreted. Thus, when talking about the decomposition of a specification, one has to be careful in putting specifications on a par with imperative programs.

As the assessment of the approach is based on the notions of specification slices and chunks, these concepts are presented in the remainder of this section. Readers interested in a more formal set of definitions are referred to [4, 2].

2.1. Elements of Formal Specifications

Formal specifications are expressions written in some formal language. Each specification language consists of linguistic elements, and the primitives of the language have a formally defined semantics. These primitives are referred to as literals of the language. Examples of literals are identifiers or linguistic operators, such as the literal "\(\mathbb{P}\)", the identifier "NAME" or the operator "\text{dom}" in the birthday book specification that is represented in Fig. 1.

Minimal and meaningful linguistic expressions are called prime objects or primes for short. They are syntactic elements of specifications with a formally defined semantics. Such primes are constructed from literals and form the basic entities of specifications. Examples are declarations like "\text{name}? : \text{NAME}" or expressions such as "\text{name}? \notin \text{known}" in the Add operation schema of the specification in Fig. 1.

One important aspect is that primes are immutable as far as they constitute fundamental units (e.g. states and operations) that specifications are built upon. Several specification languages permit semantically richer primes (the Add operation schema is such a fundamental unit). These primes are called higher level primes and are well-defined arrangements of literals and other primes.

It is not sufficient to support the comprehension process by just looking for independent prime objects. During comprehension tasks the user of a specification needs more than a given prime but less than the full specification. As the needed information is distributed on the two-dimensional, linear text, one needs a set of different primes which are to be found in different parts of the specification. Such a set, consisting of different but related primes is called specification fragment. Such a fragment might be the unboxed \(Z\) paragraph "\([\text{NAME, DATE}]\)" and the set consisting of the two primes "\text{known} : \mathbb{P}\text{NAME}\" and "\text{birthday} : \text{NAME} \rightarrow \text{DATE}\". This fragment of the specification in Fig. 1 grasps the state space of the specification without telling anything about the relationship between \text{known} and \text{birthday}.

With these informal definitions, specification languages can be structured into elements having defined semantics on their own (primes) and elements which obtain their semantics from their arrangement in a broader context [11].
2.2. Specification Slices and Chunks

The previous section focused on syntactic components of specifications. In the scope of comprehension activities some higher-level abstraction with clearly defined semantics are needed and it makes sense to start constructing these abstractions from well-known specification elements, namely from specification primes. Such higher-level (or semantic-based) specification concepts are, among others, the already mentioned concepts of slices and chunks.

Both, slices and chunks, are abstractions of the given specification defined "around" a specific point of interest. In analogy to the slicing criterion of program slicing, this point of interest is called abstraction criterion. It denotes a specific prime or a set of primes of the specification.

The basic mechanism for the identification of slices and chunks is, as with most program comprehension approaches, based on the identification of control (and data) dependencies. However, state-based specifications are in general different from imperative programs. Control is not predominant, there are no line numbers and the ordering of predicates is irrelevant, thus primes are not "lined up" by flow of control.

When looking closer at specifications it can be observed, though, that parts of a specification are in essence controlled by other parts of it: post-conditions are dependent on pre-conditions. In languages where pre-conditions are explicitly highlighted, this is evident. In other languages, such as Z, one may resort to theorem proving techniques to identify pre-conditions.

The calculation of the relevant pre- and post-conditions is a time-consuming task, but the calculation can be skipped by taking before-state predicates as pre-conditions and after-state predicates as post-conditions directly. Before-state and after-state identifiers can be identified on a syntactical basis efficiently. For Z it is shown in [4] that this syntactic approximation is quite accurate. In Fig. 1 the identifier “birthday” in the Add operation schema denotes an after state (it is a primed identifier), and thus the predicate “birthday’ = birthday ∪ {name? → date?}” is a post-condition prime. As there is no after-state identifier in the predicate “name ∉ birthday”, this prime is said to be a pre-condition prime.

Control dependencies in Z are located in a schema between pre- and post-condition primes, but control dependencies are also to be found in schemata which are combined via schema operations. Here, again some approximation is conducted. The semantic analysis is skipped, and pre-as well as post-condition expressions are reduced to sets of before- and after-state primes.

By following these simplifications, definitions for control, data, and syntactical dependencies can be provided:

Definition 1 A specification prime p is syntactical dependent on a specification prime q, if q is needed to keep p syntactically correct.

Definition 2 A specification prime p is control dependent on a specification prime q, if q potentially decides whether p applies or not.

Definition 3 A specification prime p is data dependent on a specification prime q, if data potentially propagates from q to p through a series of state changes.

In the specification of Fig. 1 the prime “birthday’ = . . .” of the Add operation schema is control dependent on the prime “name? ∉ known” as this prime decides whether the state is changed or not. More complex examples are presented in [4].

With the above definition of dependencies within specifications, a mechanism for carving out slices and chunks from formally correct specifications can be provided.

Definition 4 A specification chunk (SChunk()) is (i) a prime including all primes contained within it or, (ii) a set of primes that exists within the same specification scope. For each pair of primes within this set of primes either one prime is dependent on the other or both primes are dependent on a third prime (within the set of primes).

The really important thing is that a chunk always has to be comprehensible in isolation. Compared to a specification fragment, a chunk contains enough (surrounding) context to stay understandable. That means that at least enough semantic information has to be taken into consideration when generating specification chunks. To denote those types of dependencies that are to be considered when calculating the specification chunk, the operation name is augmented by a set of characters representing the included dependencies (S..Syntactic-, C..Control-, D..Data-dependencies). The operation “SChunk_{SD}()” represents a static chunk with respect to syntactic (S) and data (D) dependencies.

Definition 5 A full static specification slice (FSSlice()) is a syntactically and semantically correct specification which is the result of adding those primes to an (initially empty) specification which are directly or indirectly contributing to the abstraction criterion.

In contrast to the definitions provided in [7], the approach constructs specification fragments in a bottom up manner. This assures that every abstraction derived by the approach has a well defined semantics. Starting with a

---

1 Formally it can be shown that this predicate really is part of the post-condition of the Add operation schema.
prime (or a set of primes) as abstraction criterion, the abstraction has this prime’s (or these primes’) semantics. By aggregating further primes properly, the remaining specification fragment always has a well defined semantics.

As with program slices, it is required that a specification slice is a syntactically correct specification and that it is semantically complete. This is obtained, if all kinds of dependencies are included in the specification criterion, which means that a full static specification slice can be calculated by calculating the static specification chunk \(S\text{Chunk}_{[SCD]}()\).

### 2.3. Augmented Specification Relationship Net

Specification languages have built in clues to convey semantics. As with programming languages, syntax and layout of specification languages support the process of creation, but these characteristics are detrimental for detecting programming-language-like dependency types. However, hidden structural properties of written specifications can be detected in analogy to state-of-the-art techniques of other disciplines:

- In differential calculus it is sometimes easier to transform an equation into another space, solve the equation there and perform a backward transformation.
- When dealing with programming languages, a program is transformed to an abstract syntax tree which enables the construction of a program dependency graph, and which ultimately facilitates program dependency analysis.
- In [18] it is shown that a transformation of concurrent logic programs to a graph is useful for dependency detection. Zhao et. al. also show that such a graph forms a suitable basis for metrics calculation.

Following these ideas, it seems appropriate to transform the specification into a graph in order to analyze and identify dependencies. What is needed is a structure that, on the one hand, fully replaces the original specification, and, on the other hand, eases the identification of dependencies. Additionally the structure should be isomorphic. This guarantees that a transformation and backward transformation is possible in any case, and that it is up to the user which representation s/he chooses for the problem at hand.

A suitable form of representation is that of an augmented net. It can be used to cope with syntactic AND semantic information.

Structural information is captured in a net called *Specification Relationship Net* (SRN). Vertices in the SRN represent primes of the specification, and arcs represent relationships among them. Fig. 2 demonstrates how a Z schema is transformed to the SRN representation. Every prime is mapped to a prime vertex, and every schema is enclosed between two special vertices: a start and an end vertex. References to other schemata are expressed by vertices connecting the referring prime to the referred SRN block.

As specifications contain language- and layout-related information, the SRN is extended by vertices representing structural information and comments. This extension depends on the specification language at hand. The same holds for prime objects. The SRN is extended by this information and makes up the *extended SRN* (eSRN). The transformation to the eSRN has two advantages:

- The eSRN can be used to deal with any information that exists in a specification. The SRN handles every prime and represents the “loose” structure of a specification. The eSRN is able to handle layout information and comments.
- The transformation function itself can be defined in a bijective manner. This means that a backward transformation is possible and the two forms of representation can be used interchangeable.

The last step is the augmentation of the net. To ease the identification of dependencies, the eSRN is augmented by

---

As can be seen in Fig. 2 the arcs in the net are classified. There are sequential-, AND- (\(\wedge\)) and OR- (\(\vee\)) control arcs used to express different logical and sequential relationships between primes in the specification. See [4] for more details.
declaration, definition and use information of identifiers attached to prime vertices. The ASRN captures the explicit semantics of the specification. Based on reachability conditions, the ASRN is then used to define control, data and syntactical/declarational dependencies in Z specifications. These dependencies then provide the basis for the definition of slices and chunks.

The net itself represents more than just a hidden structure of a specification. It reveals quite a lot of properties of the specification: its size, inter-relationships between primes and number and type of dependencies. It is a candidate for calculating specification metrics and provides the basis for the description of a specification’s complexity.

3. The Complexity of Specifications

There are at least two possibilities to assess the effectiveness of the approach of generating and using specification fragments and thus raising their usability for comprehension activities. Firstly, by describing the effects of the complexity of the underlying specification (and therefore on the underlying task) via suitable metrics. Secondly, by conducting empirical studies.

These approaches are not mutually exclusive. However, even in the case of empirical studies, metrics are necessary for the assessment. This section suggests to use the ASRN in order to simplify the calculation of complexity measures and to facilitate the comparison between full specifications and their corresponding specification fragments. The calculation of ASRN related complexity measures is independent of the specification language. However, the approach is applied and validated on the basis of Z specifications.

It is generally agreed that a single measure is not sufficient to represent the overall complexity of a specification. The few existing size-based measures (like lines of specification code or numbers of operators) are not suitable to describe the complexity in its entirety as it is not only size that matters. This argument is easily reinforced as specifications of equal size are not necessarily of the same complexity. It is logical and structural complexity that is not to be neglected. The existing set of size-based measures can be extended by looking at the structural information that is explicitly available in the ASRN.

The following complexity measures are easily derived from the augmented specification relationship net:

- **Conceptual Complexity** $CC(\Psi)$ of a specification $\Psi$. Here, prime objects of the specification are counted instead of the number of lines of specification code.

- **Extended Cyclomatic Complexity** $v'(\Psi) = (v(l), v(u))$ of a specification $\Psi$. $v(u)$ is the upper bound of the tuple and represents the total number of control dependencies in the ASRN. $v(l)$ is the lower bounds and represents the number of pre-condition primes in the specification. This measure can be compared to the extended cyclomatic complexity of programs [10].

- The Definition/Use count metric $DU(\Psi)$ (in analogy to the DU Count metrics presented in [15]) of a specification $\Psi$. By counting the number of data dependencies the maximum number of data relationships in the ASRN are identified.

With these extensions to the ordinary set of measures detailed comparisons between specifications in respect to several aspects of complexity become feasible for the first time.

4. Specification Comprehension

The approach of calculating specification fragments promises to scale down the complexity of specifications and with it the complexity of the underlying comprehension task. This section provides several small experiments to underpin this statement.

4.1. General Setting

The birthday-book specification is one of the smallest specifications that are to be found in textbooks introducing Z. Larger specifications are necessary in order to express the effects of specification fragments. This includes the influence of the different types of abstraction, the effect of the approach onto complexity in general and the effect of larger specifications.

This section makes use of three additional specifications: The “Elevator” specification out of [7], the “Petrol-Station” specification (Petrol for short) which is used during class labs at the University of Klagenfurt and the “ITC Window Manager”-specification (WM for short) which is a commercial specification presented in [5].

Fig. 3 summarizes the key attributes of the specifications and visualizes the measures that contribute to their complexity: the total number of vertices ($V$) in the ASRN, the total number of arcs ($A$) in the ASRN, the extent of conceptual complexity ($CC$), the lower and upper bound ($v'(l), v'(u)$) of the extended cyclomatic complexity and the definition/use count ($DU$) of the specification.

As can be seen in Fig. 3, the $BB$-specification is the most simple one. The Petrol-specification is also small, but contains twice as many primes (and about twice as many vertices and arcs). The $BB$-specification consists of 72 vertices, the Petrol-specification consists of 134 vertices. The same ratio holds for the other measures, except for the $DU$ count.
Figure 3. Complexity overview regarding four Z-specifications. The table summarizes the total number of vertices $V$ and arcs $A$ in the ASRN representation, the conceptual complexity $CC$, the extended cyclomatic complexity $v' = (v'(l), v'(u))$, the DU (Def/Use) count metric, and the LOC of the specification.

<table>
<thead>
<tr>
<th>Specification</th>
<th>$V$</th>
<th>$A$</th>
<th>$CC$</th>
<th>$v'(l)$</th>
<th>$v'(u)$</th>
<th>DU</th>
<th>LOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>BB</td>
<td>72</td>
<td>267</td>
<td>24</td>
<td>4</td>
<td>10</td>
<td>4</td>
<td>48</td>
</tr>
<tr>
<td>Petrol</td>
<td>134</td>
<td>674</td>
<td>53</td>
<td>10</td>
<td>29</td>
<td>131</td>
<td>67</td>
</tr>
<tr>
<td>Elevator</td>
<td>349</td>
<td>3688</td>
<td>144</td>
<td>32</td>
<td>1069</td>
<td>1212</td>
<td>190</td>
</tr>
<tr>
<td>WM</td>
<td>520</td>
<td>2833</td>
<td>213</td>
<td>39</td>
<td>544</td>
<td>215</td>
<td>416</td>
</tr>
</tbody>
</table>

A simple prototype has been implemented and used in order to generate all possible sets of specification fragments for every predicate prime of a given specification. The prototype takes a Z specification (type set in LaTeX) and a slicing/chunking criterion as input. It then generates the specification fragment and (i) exports the fragment into a LaTeX file and (ii) provides feedback about the ASRN representation.

The BB-, Petrol-, Elevator and WM-specifications are used as experimental objects for the treatment – the application of the generation of specification fragments. For every point of interest three different types of specification fragments are generated.

In fact, the following steps are conducted during the treatment:

i. For every prime vertex representing a point of interest in the specification the full static specification slice $\text{FSSlice}()$ is calculated.

ii. For every prime vertex representing a point of interest in the specification the full static specification chunk $\text{SChunk}_{[S,D]}$ is calculated.

iii. For every prime vertex representing a point of interest $p$ in the specification the full static specification chunk $\text{SChunk}_{[S,C]}$ is calculated.

For all points of interest slices and two types of chunks (one containing control dependencies, one containing data-dependencies) are calculated. In the BB-specification there
are 7 points of interest. The Petrol-specification contains 21, the Elevator-specification contains 102, and the WM-specification contains 92 points of interest. Fig. 4 demonstrates the influence of the generation of specification fragments on the number of vertices in the ASRN representing the birthday book specification.

Depending on the specification, this leads to 21 (= 7 points of interest · 3 types of specification fragments) possible fragments for the BB-specification, 63 fragments for the Petrol-specification, 306 fragments for the Elevator-specification and 276 specification fragments for the WM-specification.

The factors which are assumed to change (and which are the response variables) are the following:

- Attributes regarding the ASRN. They include the total number of vertices $V$ and arcs $A$ of the net.
- The attribute contributing to the information content of the specification: $CC(\Psi)$, the conceptual complexity.
- Three attributes contributing to the logical complexity of the specification. This includes the lower bound $l$ and the upper bound $u$ of the extended cyclomatic complexity $v'$ and the $DU$ metric of the specification.

These attributes are determined for every specification fragment that is generated during the treatment. For the scope of the evaluation of the approach, the mean values of these attributes (in respect to a specific type of fragment) are considered.

### 4.3. Specification Fragments’ Efficiency

#### 4.3.1. Extent of Reduction of Complexity

When generating all types of specification fragments, the first observation is that slices and chunks reduce the size of the specification. As slices include all types of dependencies and as chunks omit dependencies in the resulting specification, it seems to be obvious that, for a specific point of interest, a specification chunk should be smaller than the corresponding specification slice. Fig. 5 visualizes the results of the application of the slicing and chunking approach for all four specifications. It can be observed that there is a reduction of complexity in all cases – which is indicated by values of $k(\cdot)$ that are lower than 1.

Additionally, it can be observed that the values of the reduction factors of chunks are in all cases lower than the values of the reduction factors of the corresponding slices. For the conceptual complexity $CC$ of the BB specification the extent of reduction is $k(CC) = 0.542$ (when generating slices), whereas the extent of reduction is $k(CC) = 0.387$ (or $k(CC) = 0.435$) when generating chunks. The disadvantage of neglecting information becomes an advantage as the focus gets sharper.

#### 4.3.2. Influence of the Specification’s Size

When comparing the extent of the reduction of complexity between the BB and the WM specification it can be observed that the reduction factors $k$ of the WM specification are generally lower than the reduction factors $k$ of the BB specification (which means a higher extent of reduction). Calculating the values for specifications of different sizes leads to a reasonable observation: the effect obtainable by slicing and chunking rises with the size of the specification under consideration.

The assumption is based on the heuristic that slicing and chunking carve out concepts of the specification, concepts that are independent from the specification at hand and are of (roughly) equal size. Thus it is reasonable that with larger specifications the extent of the reduction increases, too.

When talking about the size of a specification, the conceptual complexity (which is equivalent to the number of primes in the specification) is an appropriate measure. However, to describe the average case, the mean values ($M$) of all reduction factors are taken as a basis and Fig. 5 summarizes the dependent and independent variables. It can be observed that the mean values $M$, expressing the average reduction of ASRN and specification attributes, decrease with increasing size of the specifications.

Fig. 6 summarizes the mean $M$ of the mean values of the reduction factors for ASRN metrics and complexity mea-

<table>
<thead>
<tr>
<th>Spec.(Depths)</th>
<th>$V$</th>
<th>$A$</th>
<th>$k(V)$</th>
<th>$k(A)$</th>
<th>$k(CC)$</th>
<th>$k(V)/V$</th>
<th>$k(A)/A$</th>
<th>$k(CC)/CC$</th>
<th>$k(CC)/CC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BB (SCD)</td>
<td>72</td>
<td>267</td>
<td>0.665</td>
<td>0.555</td>
<td>0.542</td>
<td>0.679</td>
<td>0.491</td>
<td>0.517</td>
<td>24</td>
</tr>
<tr>
<td>BB (SD)</td>
<td>72</td>
<td>207</td>
<td>0.560</td>
<td>0.429</td>
<td>0.387</td>
<td>0.296</td>
<td>0.129</td>
<td>0.286</td>
<td>24</td>
</tr>
<tr>
<td>BB (EC)</td>
<td>72</td>
<td>267</td>
<td>0.526</td>
<td>0.436</td>
<td>0.495</td>
<td>0.571</td>
<td>0.220</td>
<td>0.271</td>
<td>24</td>
</tr>
<tr>
<td>Petrol (SCD)</td>
<td>134</td>
<td>674</td>
<td>0.755</td>
<td>0.661</td>
<td>0.686</td>
<td>0.629</td>
<td>0.166</td>
<td>0.185</td>
<td>53</td>
</tr>
<tr>
<td>Petrol (SD)</td>
<td>134</td>
<td>674</td>
<td>0.631</td>
<td>0.510</td>
<td>0.556</td>
<td>0.538</td>
<td>0.156</td>
<td>0.187</td>
<td>53</td>
</tr>
<tr>
<td>Petrol (EC)</td>
<td>134</td>
<td>674</td>
<td>0.242</td>
<td>0.118</td>
<td>0.147</td>
<td>0.200</td>
<td>0.071</td>
<td>0.084</td>
<td>53</td>
</tr>
<tr>
<td>Elevator (SCD)</td>
<td>346</td>
<td>3699</td>
<td>0.527</td>
<td>0.430</td>
<td>0.463</td>
<td>0.389</td>
<td>0.321</td>
<td>0.377</td>
<td></td>
</tr>
<tr>
<td>Elevator (SD)</td>
<td>346</td>
<td>3699</td>
<td>0.548</td>
<td>0.164</td>
<td>0.293</td>
<td>0.209</td>
<td>0.050</td>
<td>0.140</td>
<td></td>
</tr>
<tr>
<td>Elevator (EC)</td>
<td>346</td>
<td>3699</td>
<td>0.315</td>
<td>0.071</td>
<td>0.164</td>
<td>0.358</td>
<td>0.011</td>
<td>0.020</td>
<td></td>
</tr>
<tr>
<td>WM (SCD)</td>
<td>520</td>
<td>2633</td>
<td>0.272</td>
<td>0.165</td>
<td>0.169</td>
<td>0.242</td>
<td>0.107</td>
<td>0.141</td>
<td></td>
</tr>
<tr>
<td>WM (SD)</td>
<td>520</td>
<td>2633</td>
<td>0.218</td>
<td>0.165</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WM (EC)</td>
<td>520</td>
<td>2633</td>
<td>0.272</td>
<td>0.165</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Table summarizing the mean values $m$ of the reduction factors with respect to four specifications and three different types of abstractions. Additionally it provides the mean $M$ of the reduction of ASRN and specification attributes. The first column names the specification and the corresponding abstraction criteria. An SCD indicates the generation of a specification slice, SD and SC indicate the generation of a specification chunk.
Influence of CC on mean values M of reduction factors

Figure 6. Influence of size on the extent of reduction. The values are based on the results summarized in Fig. 5 and demonstrate that with increasing size of the underlying specification the extent of reduction increases, too.

It can be observed that the larger the specification the higher the overall reduction. The ASRN of the BB-specification (CC = 24) is reduced by a factor of 1.89 (= 1/0.528). The logical complexity is reduced by a factor of 2.57 (= 1/0.389). This can be compared with the much larger WM-specification (CC = 213). Here, the ASRN net is reduced by a factor of 4.59 (= 1/0.218). The logical complexity is reduced by a factor of 6.06 (= 1/0.165). The mean value of the reduction increases with increasing size of CC, thus the approach is more efficient when applied to larger specifications.

Nevertheless, the basic assumption that both approaches carve out concepts from a specification in a similar way does not hold. Slices ensure that all dependencies are considered, chunks allow to neglect existing information. This means that when generating chunks only, the chance is higher to generate smaller specifications. With slices one might have similar problems as with program slicing – the resulting slice has to contain all necessary statements and it is thus as large as the original program.

Generally speaking, the larger the specification, the higher the mean value of the reduction factor of the net and the mean value of the reduction of a specification’s complexity. When considering only one type of abstraction, this observation does not hold. Taking a closer look at the generated specification slices, the value of \( k(V) \) increases with increasing size of the specifications.

### 4.3.3. Efficiency of the Approach

Two aspects are important when generating slices or chunks: the benefits should increase with increasing size of the specifications at hand. This means that the generated specification fragments should stay at a comparable conceptual level. Then, logical complexity should decrease significantly. The effect of scaling down specifications should influence the reduction of hidden dependencies at least with equal size.

For the first aspect not the extents of reduction, but measures contributing to the information content are of interest: the total numbers of vertices \( (V) \) and arcs \( (A) \) in the ASRN and the conceptual complexity \( CC \).

For the second aspect the relationship between conceptual and logical complexity is of interest. Vertices represent conceptual entities and arcs represent logical dependencies. Thus the comparison of conceptual and logical complexity can be carried out by looking at the ratio between the reduction of vertices \( (k(V)) \) and the reduction of arcs \( (k(A)) \) in the net. This ratio is described by the factor \( f(k) \) which is defined as follows: \( f(k) = k(A)/k(V) \). It expresses the ratio between the decrease of vertices and the decrease of arcs in the net. A value lower than 1 indicates that arcs are decreased to a greater extent than vertices. This leads to the following definition:

**Definition 6 Efficiency of the approach.** The approach of generating specification fragments is treated efficient, iff

(a.) the mean values of the size of the net and the mean values of the complexity increase at a lower scale than the original specifications.

(b.) the logical complexity (described via \( V' \) and DU) is at least reduced to the same extent as the conceptual complexity (described via CC).

The basic assumption is that the reduction of the number of vertices leads to a higher reduction of arcs in the net. Formally, when the ASRN contains \( n \) vertices and \( a \) arcs, then there are \( 3 \cdot n^2 \) possible arcs (of types \( C, D \) and \( S \)), at the most, in the net. If decreasing the number of vertices \( n \) by a factor of \( k_v \), then the number of arcs should decrease at least by a factor \( k_a \) that is equal or higher than \( k_v \). It holds:

\[
\begin{align*}
    a &= O(3 \cdot n^2) \\
    a' &= O(3 \cdot (n/k_v)^2) \\
    k_a &= a/a' = O\left(\frac{3 \cdot n^2}{3 \cdot (n/k_v)^2}\right) = O\left(k_v^2\right)
\end{align*}
\]

In the optimal case the reduction factor \( k_a \) increases with the square of the reduction of the factor \( k_v \). This simple heuristic is the basis for the assumption that the decrease of the number of dependency-arcs in the net (which influence logical complexity) is at least as high as the decrease of the number of vertices.

The following observation can be made: The mean value of the sizes of specification fragments (described by a factor Delta which is dependent on \( V', A', CC' \)) increases at a
lower than the sizes of the underlying specifications. An increase of $CC$ by a factor $I$ results in an increase of size and complexity by a factor less than $I$. It holds that $M(Delta) \leq 1$. Here, $I$ describes the increase of the specification in respect to vertices, arcs and conceptual complexity. $Delta$ expresses the ratio between true values of reduction attributes and estimated values of that attributes. A value lower than 1 indicates that the extent of decrease is higher than the expected extent of decrease.

A value of $Delta$ less or equal than 1 indicates that the increase of complexity measures is less or equal than the increase of the size of the specification. This indicates that the approach is efficient in terms of Def. 6. The complexity of the specification fragments increases at lower scale than the size of the underlying specifications. If the value is about 1 then there is still reduction of complexity. However, this implies that, when the size of the specification increases by a factor of 2, the approach generates specification fragments that also increase by a factor of 2.

As can be seen in Fig. 7 there is a decrease in the value of $M(Delta)$ with growing sizes of the specification. Starting with the $BB$-specification the factor is 1.000. The $Petrol$-specification is about twice as large as the $BB$-specification (for the number of vertices $I = 1.8$). However, the fragment contains $V' = 70.667$ vertices in the mean, and not $V' = 77.989$ vertices. The approach has been a bit more effective. Therefore $Delta = 0.906$ which is less than 1. When looking at vertices, arcs and the conceptual complexity, the mean value $M(Delta)$ is 0.944 which is also less than 1. The same holds for the mean values $M(Delta)$ of the Elevator- and $WM$-specification.

The second part of the definition of efficiency deals with the ratio between logical and conceptual complexity. It can be observed that the logical complexity is at least reduced to the same extent as the conceptual complexity. Thus when generating all possible fragments it holds that $M(f(k)) \leq 1$.

The factor $f(k)(= k(V)/k(A))$ tells a lot about the ratio between the reduction of vertices and arcs in the net. If $f(k)$ decreases, this indicates that the number of arcs is reduced to a much greater extent than the number of vertices. This underpins the heuristic that, in the average case, the reduction $r_A = 1/k(A)$ increases with at least the order of the reduction of the factor $r_V = 1/k(V)$.

When looking at the factor $f(k)$ for all four specifications it can be observed that all the values are less than 1. This indicates that, in any case, the extent of reduction of arcs is higher than the extent of the reduction of vertices. When looking at the mean of the reductions ($M(f(k))$) it can be observed that, with increasing size of the underlying specification, the extent of the reduction increases, too. The approach gets more and more efficient with larger specifications at hand. Fig. 8 visualizes the values for the factor $f(k)$ (dependent on $CC$) and the mean $M(f(k))$ of the factors. It also underpins the statement of the positive effects of the approach.

### 4.3.4. Summary of Observations

Based on the four experimental objects all possible types of specification frag-
ments for all points of interest have been calculated. The following observations have been made:

O1 Specification chunks reduce complexity more than specification slices. This observation holds for all specifications that have been examined so far. Additionally, there is strong evidence that chunks reduce the complexity in more cases than specification slices do.

O2 The effect obtainable by slicing and chunking rises with the size of the specification under consideration. For the mean values of complexity attributes this observation has been confirmed. However, there are a few cases when this observation does not hold. Again, slices do not always lead to smaller specifications, while chunks usually do.

O3 The effect observable by slicing and chunking is significant. It can be stated that the slicing/chunking approach decreases complexity to a much greater extent when specifications are getting larger. In fact, it can be shown that the mean value of the increase of complexity of the generated fragment is definitely less than the increase of the size of the specification.

5. Conclusion

Based on the argument that formal specifications are useful not only during initial software development but also during maintenance, this work presents specification fragments to help maintainers obtaining a focussed understanding of specifications.

More than 600 specifications fragments have been examined in order to demonstrate the efficiency of the approach. The experiments demonstrate that the approach can be used to achieve the goal of scaling down specifications in order to make them more comprehensible. It is shown that the generation of specifications fragments is sufficiently efficient.

The specifications used in this work represent typical specifications to be found in the Z-literature. However, much larger specifications (with several thousands of primes) are still waiting to be examined. It is likely that the approach still proves useful. The results generated by the prototype imply that, with larger specifications, there is generally a trend toward higher extents of reduction of complexity.
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